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ASSESSING THE RELIABILITY OF ADAPTIVE NEURO-FUZZY INFERENCE
SYSTEM (ANFIS) MODELS FOR FORECASTING AZERBAIJAN'S ECONOMIC
GROWTH

Rasim Faig Aliyev!

SUMMARY

The purpose of this research — This research evaluates four ANFIS models for forecasting Azerbaijan's GDP
per capita growth rate, aiming to identify optimal architectures for strategic planning. The study balanced model
complexity with predictive accuracy by analyzing training and forecasting errors across various configurations.
The methodology of the research — The methodology involved testing ANFIS models in MATLAB using two
FIS generation methods (grid partitioning and subtractive clustering) and eight membership function types. Each
configuration was trained on historical data, with performance measured by Training Error (RMSE) to diagnose
overfitting and Forecasting Error (RMSE) on unseen data to assess reliability.
The practical importance of the research — The practical importance of the research is that its findings offer
insights for policymakers in emerging economies. By pinpointing effective model architectures, it provides a
framework for more informed economic planning and policy formulation.
The results of the research — The results revealed significant performance variations, with subtractive
clustering proving superior to grid partitioning, which often caused severe overfitting. The most reliable
configuration was Model 4, using subtractive clustering and a triangular membership function (“sub-trimf"),
which achieved the lowest forecasting error of 6.9907.
The scientific novelty of the research — the novelty is its systematic evaluation of ANFIS models for
Azerbaijan's economy, providing empirical evidence that subtractive clustering is a more robust forecasting
approach for this type of economic data.
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Introduction

Accurate forecasting of GDP per capita growth is crucial for effective policymaking
and economic planning, particularly in dynamic emerging economies like Azerbaijan.
Traditional linear econometric models often struggle with the inherent non-linearities and
complex interactions in real-world economic data. Adaptive Neuro-Fuzzy Inference Systems
(ANFIS) offer a powerful hybrid approach, combining neural network learning with fuzzy
logic, making them well-suited for modeling complex, non-linear systems and handling
imprecise data. This synergy allows ANFIS to adapt its fuzzy rules and membership functions
to capture intricate patterns, offering a promising avenue for enhanced forecasting accuracy.
The practical reliability of ANFIS models in economic forecasting, especially for Azerbaijan,
hinges on critical architectural choices, including the initial fuzzy inference system (FIS)
generation method (e.g., grid partitioning or subtractive clustering) and the type of
membership functions (MFs). A key challenge is identifying configurations that not only
minimize training error but also generalize robustly to unseen data, thereby avoiding
overfitting. Overfitting severely undermines a model's utility by performing well on historical
data but poorly on future predictions. The complexities of economic forecasting, such as
endogeneity and the composite nature of economic indices, further underscore the need for
robust models. Azerbaijan's unique economic context, with nuanced and potentially non-
linear influences on its GDP growth, amplifies the importance of identifying highly reliable
forecasting models.
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This paper systematically evaluates the reliability of four distinct ANFIS models for
forecasting Azerbaijan's GDP per capita growth rate. By comparing various architectural
choices based on pre-computed training and forecasting errors, the study aims to identify
configurations that strike an optimal balance between fitting historical data and accurately
predicting future economic trends. The objective is to pinpoint the most reliable ANFIS
model(s) and their optimal configurations, providing a robust framework and specific
recommendations for future economic forecasting efforts in Azerbaijan.

Materials and Methods

Data Description

The study utilizes summary performance metrics from four ANFIS models. Each model
details the method (grid or subtractive clustering), the type of the membership function (e.g.,
“trimf”, “gaussmf”), training error, and forecasting error. The output variable for all models is
Azerbaijan's GDP per capita growth rate. The input variables for each model are different
types of the KOF Globalisation Index:

e Model 1: KOFGI (Overall), KOFGIdf (de facto), KOFGIdj (de jure).

e Model 2: KOFEcGI (Economic), KOFSoGlI (Social), KOFPoGI (Political).

e Model 3: KOFEcGIdf (Economic de facto), KOFSoGIldf (Social de facto),
KOFPoGIdf (Political de facto).

e Model 4: KOFEcGIdj (Economic de jure), KOFSoGldj (Social de jure), KOFPoGldj
(Political de jure).

Data for the input variables, the KOF Globalisation Index and its components, was collected
from the official KOF website?, while the corresponding output variable for Azerbaijan was
sourced from World Bank Open Data®. The dataset spans the years 1991 to 2021, comprising
31 observations. To ensure the training data comprehensively represented the country's
economic volatility, the dataset was partitioned non-chronologically. Twenty-six data points,
selected to cover the full range of values from the entire period, were used for the training set.
The remaining five observations were held back as an out-of-sample test set for model
validation and forecasting evaluation.

ANFIS Model Overview

ANFIS combines neural networks and fuzzy logic to optimize fuzzy inference system
parameters. The “method” refers to the initial FIS generation strategy:

e Grid Partitioning: Systematically divides the input space into a grid, creating a rule
for each point. This can lead to a large number of rules and a high risk of overfitting,
especially with noisy economic data.

e Subtractive Clustering: ldentifies cluster centers in the data, forming a rule for each
cluster. This is more efficient, produces a more compact rule base, and generally leads
to better generalization. The “type of the membership function” refers to the
mathematical functions (e.g., triangular, Gaussian) used to define the degree to which
an input value belongs to a fuzzy set, influencing the model's ability to capture non-
linear relationships.

Experimental Procedures

The ANFIS data reflects systematic experiments conducted using a MATLAB script. For each
of the four models, configurations combining two FIS generation methods (‘grid' and

2 https://kof.ethz.ch/en/forecasts-and-indicators/indicators/kof-globalisation-index.html
3 https://data.worldbank.org/

——

89

'



ADAU-nun ELMI OSORLORI
ISSN 2310-4104 E-ISSN 2790-5799

10.30546/2790-5799.3.2025.3040

'subtractive clustering’) with eight membership function types were tested. Each configuration
was trained on historical data and evaluated on separate, unseen forecasting data. Performance
was measured by Training Error (RMSE) and Forecasting Error (RMSE), calculated from the
final training error vector and the RMSE between predicted and actual test outputs,
respectively. This separation of data is crucial for assessing true generalization capability.
Reliability Metrics. Model reliability is primarily assessed by forecasting error, which
quantifies the model's ability to generalize and accurately predict unseen data. A lower
forecasting error indicates higher predictive accuracy and reliability. Training error is used in
conjunction to identify overfitting, where a model performs well on training data but poorly
on new data. A significantly lower training error coupled with a high forecasting error
indicates overfitting, rendering the model unreliable. The objective is to identify
configurations that strike an optimal balance between fitting historical data and generalizing
effectively to future observations.

Results and discussion. This section presents the summarized performance metrics for each
of the four ANFIS models summarized in Tables 1 and 2.

Table 1: Comprehensive ANFIS Model Performance Summary

Model No. | Performance Case | Method | MF Type | Training Error

1 Best sub gbellmf 1.481784
Worst sub trapmf 1.439884

2 Best grid trapmf 1.484713
Worst grid trimf 0.052101

3 Best grid trapmf 5.223451
Worst sub psigmf 3.174898

4 Best sub trimf 1.098755
Worst grid trimf 0.286766

Table 2: Comparative Summary of Best-Performing ANFIS Configurations across All

Models
Model No. | Method | MF Type | Training Error | Forecasting Error
4 sub trimf 1.098755 6.990744
1 sub gbellmf | 1.481784 7.400520
2 grid trapmf 1.484713 7.623228
2 sub psigmf 1.527883 7.919741
1 sub dsigmf 1.480991 9.387195
1 sub psigmf 1.480968 9.585087
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2 sub dsigmf 1.702324 9.656369

The results reveal significant disparities in ANFIS model reliability for forecasting
Azerbaijan's GDP per capita growth. Models 1, 2, and 4 generally exhibit lower forecasting
errors compared to Model 3, suggesting their architectures or data processing are more
suitable for this task. Model 3 consistently shows higher errors, indicating it is less reliable for
precise forecasting. A plausible explanation for this underperformance lies in the nature of its
input variables: the de facto KOF sub-indices. De facto measures, which quantify actual flows
and activities like trade and foreign investment, are often susceptible to higher levels of
volatility and noise. For an economy like Azerbaijan's, these measures can be impacted by
short-term global commodity price fluctuations and other external shocks that do not
immediately alter underlying policies. In contrast, de jure measures (used in the best-
performing Model 4) reflect more stable, policy-based frameworks. This inherent noisiness in
the de facto data likely makes it more difficult for the ANFIS model to identify robust,
generalizable patterns, resulting in consistently higher forecasting errors and reduced
reliability

Analysis of Partitioning Methods

A consistent trend shows that grid partitioning, despite achieving very low training errors,
frequently leads to significantly higher, often catastrophic, forecasting errors, indicating a
strong tendency towards overfitting. For example, Model 4 “grid-trimf” has a training error
of 0.28677 but a forecasting error of 461.67036. This systematic overfitting renders many grid
configurations unreliable.

Conversely, subtractive clustering (“sub™) often yields slightly higher training errors but
consistently demonstrates superior generalization, resulting in lower and more reliable
forecasting errors. This is evident in top performers like Model 1 “sub-gbellmf” (Forecasting
Error: 7.4005), Model 2 “sub-psigmf” (Forecasting Error: 7.9197), and notably, Model 4
“sub-trimf” (Forecasting Error: 6.9907). The lowest overall forecasting error is achieved by a
subtractive clustering configuration (Model 4, “sub-trimf”). This strong empirical evidence
suggests subtractive clustering is generally a more robust and reliable approach for this
forecasting task.

Impact of Membership Function Types

The choice of membership function type also plays a significant role, often contingent on the
partitioning method. “Trimf” performs exceptionally well with subtractive clustering in
Model 4. Similarly, “gbellmf” and “psigmf” show strong performance with subtractive
clustering in Models 1 and 2, respectively. However, some MF types, particularly “trimf” and
“gbellmf”, lead to catastrophic forecasting errors when combined with grid partitioning in
Model 4, highlighting critical interaction effects. Optimal performance stems from specific
combinations that exhibit synergistic effects, reinforcing that ANFIS model development is an
empirical optimization problem requiring comprehensive experimental design.

Identification of Most Reliable Configurations

Based on Table 2, the most reliable ANFIS configurations for forecasting Azerbaijan's GDP
per capita growth rate are:

e Model 4, Subtractive Clustering with Triangular MF (sub-trimf): Achieved the
absolute lowest forecasting error of 6.9907, with a well-balanced training error,
indicating excellent generalization. This combination appears effective when using de
jure economic, social, and political globalization indices as inputs.
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e Model 1, Subtractive Clustering with Generalized Bell MF (sub-gbellmf):
Exhibited a forecasting error of 7.4005, demonstrating strong reliability through
effective generalization when using overall, de facto, and de jure KOF indices as
inputs.

e Model 2, Grid Partitioning with Trapezoidal MF (grid-trapmf): Achieved a
forecasting error of 7.6232. This is a notable exception where a grid-based method
performed well, suggesting that specific MF types can mitigate the overfitting
tendency of grid partitioning, particularly when using economic, social, and political
globalization indices as inputs.

Configurations with very low training errors but disproportionately high forecasting errors
(e.g., Model 4 “grid-trimf”’) exemplify severe overfitting and are fundamentally unreliable for
forecasting. This underscores the need to prioritize forecasting error and generalization
capability over perfect historical fit. The high variability within Model 4 highlights its
sensitivity to configuration choices, implying a high risk of poor performance if
hyperparameter tuning is not meticulously performed.

Contextualization with Economic Forecasting Challenges. The observed variability and
nuanced performance of the ANFIS models underscore the inherent difficulty in modeling
complex economic phenomena like GDP per capita growth. Economic variables are
influenced by numerous, linear and non-linear, interacting factors, as highlighted in the KOF
globalization literature (Ainscough va Shank, 2023; Dreher, 2006; Gygli, 2019; Kiligarslan va
Dumrul, 2018; Majidi, 2017). The success of certain ANFIS configurations suggests their
ability to capture these non-linear dynamics. This is particularly relevant for Azerbaijan,
where specific economic drivers can have nuanced effects, such as the finding that social
globalization had a negative effect on growth in "Turkic States" including Azerbaijan
(Simsek, 2023). ANFIS models, especially those employing subtractive clustering, appear
better equipped to handle such complex relationships.

Furthermore, the choice of KOF index inputs for each model (e.g., overall, de facto, de jure,
or disaggregated dimensions) likely contributes to the varying performance. The KOF
literature emphasizes that analyzing sub-components or de jure vs. de facto measures can
provide a more nuanced understanding (Gygli et al., 2019; Kiligarslan & Dumrul, 2018;
Simi¢, 2021). The fact that Model 4, using de jure components, yielded the most reliable
configuration, while Model 2, using overall dimensions, also had a strong performer, suggests
that the specific type of globalization input significantly impacts ANFIS model reliability in
this context.

Conclusions.This evaluation of ANFIS models for forecasting Azerbaijan's GDP per capita
growth rate confirms that both the FIS generation method and membership function type
critically impact reliability. Subtractive clustering consistently proved superior, leading to
lower forecasting errors and better generalization compared to grid partitioning. The most
reliable configuration was Model 4 with subtractive clustering and a triangular membership
function (sub, trimf), achieving the lowest forecasting error of 6.9907. Other strong
performers included Model 1 (sub-gbellmf) and Model 2 (grid-trapmf). The analysis also
highlighted the significant risk of over fitting with certain grid partitioning configurations,
where low training errors did not translate to reliable out-of-sample performance.

For future economic forecasting in Azerbaijan, prioritizing ANFIS models that employ
subtractive clustering for FIS generation is strongly recommended. Further exploration of
membership functions like “trimf” and “gbellmf” in conjunction with subtractive clustering is
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warranted. Future research should also explore the specific input features, such as further
disaggregated KOF globalization indices, more in details to capture nuanced economic
dynamics. Rigorous cross-validation and meticulous hyperparameter tuning are essential to
ensure generalizability and prevent over fitting, given the observed performance variability.
These insights contribute to applying advanced computational intelligence techniques in
economic forecasting, offering policymakers in Azerbaijan more robust tools for informed
economic planning and policy formulation.

Data availability. The KOF Globalization Index data used in this study are available from the
KOF Swiss Economic Institute at https://kof.ethz.ch/en/forecasts-and-
indicators/indicators/kof-globalisation-index.html. The GDP per capita growth rate data for
Azerbaijan are available from the World Bank Open Data portal at
https://data.worldbank.org/indicator/NY.GDP.PCAP.KD.ZG?locations=AZ-.

All processed data used for model training and testing, along with the MATLAB scripts
required to replicate the findings of this study, are publicly available in the Mendeley
repository at DOI: 10.17632/xbp7fyzpsr.1
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AZORBAYCANIN iQTiSADI ARTIMININ PROQNOZLASDIRILMASI UCUN
ADAPTIV NEYRO-QEYRIi-SOLIS NOTICOCIXARMA SiSTEMI (ANFIS)
MODELLORININ ETIBARLILIGININ QiYMOTLONDIRILMOSi
XULASO

Tadqgiqatin magsadi — Azarbaycanin adambasina diison UDM artim tempini prognozlasdirmaq iigiin dord forgli
ANFIS modelini giymatlondirmak vo strateji planlasdirma ticiin optimal arxitekturalari miioyyan etmokdir.
Todgigat, mixtalif konfiqurasiyalar Uzra talim vo prognozlasdirma xotalarmi tohlil edorok model murakkabliyi
ilo prognoz doaqiqliyi arasinda tarazligi tomin etmisdir.
Tadgigatin metodologiyast — MATLAB mihitindo iki forgli FIS (qeyri-solis noticagixarma sistemi) generasiya
metodu (soboko bolglst vo subtraktiv klasterlogdirmoa) vo sokkiz forgli tizvliik funksiyasi noviindon istifads
edorok ANFIS modellarinin siaqdan kegirilmasini ohato edirdi. Hor bir konfiqurasiya tarixi molumatlar Gzorinda
tolim kegmis, performans iso haddindon artiq uygunlasmani (overfitting) diagnoz etmok Uglin Talim Xatasi
(RMSE) vo etibarliligi giymoatlondirmok (iglin gorinmomis molumatlar Gzorindo Prognozlasdirma Xotasi
(RMSE) il olgiilmiisdiir.
Tadgiqatin tatbigi shamiyyati — Todgiqatin oshomiyyati ondan ibaratdir ki, onun naticalari inkisaf etmokdo olan
Olkalorin siyasatcilori t¢lin doyarli molumatlar toqdim edir. Effektiv model arxitekturalarin1 miioyyan etmoklo,
todgigat daha molumatli igtisadi planlasdirma vo siyasotin formalasdirilmasi ti¢iin bir ¢orcive tomin edir.
Tadgiqatin naticalari — Noticolor modellorin performansinda shomiyyatli forglor oldugunu gostormisdir. Beloa
ki, subtraktiv Klasterlogdirmanin, ciddi haddindon artiq uygunlagsmaya sabab olan soboka bolgulsiindon daha Ustlin
olmusgdur. ©n etibarl konfiqurasiya, subtraktiv klasterlogdirma Vo Ugbucagl: tizvlik funksiyasindan ("'sub-trimf")
istifado edon va 6.9907 ilo on asag1 prognozlagdirma xatasina nail olan Model 4 olmusdur ki, bu da onun iistiin
prognoz giiciinii nimayis etdirir.
Tadgiqatin elmi yeniliyi — Bu todqiqatin elmi yeniliyi Azorbaycan iqtisadiyyati ti¢iin ANFIS modellarinin
sistematik sokildo giymatlondirilmasindon ibaratdir vo bu név igtisadi molumatlar (clin subtraktiv
klasterlogdirmoanin daha etibarli prognozlagdirma yanasmasi olduguna dair empirik siibutlar tagdim edir.

Acar sozlar: ANFIS, iqtisadi artim, Azorbaycan, proqnozlagdirma, neyro-geyri-salis sistemlor

OLIEHKA HAJIEXKHOCTU MOJIEJIEM AJAIITUBHOM HENPO-HEYETKOMN
CHUCTEMBI BBIBOJIA (ANFIS) JIJISI IPOTHO3UPOBAHUS
3KOHOMMYECKOI'O POCTA ABEPBAMI)KAHA
PE3IOME

Lenp ucciienoBaHus — OLEHUTH YeThIpe pasiaumanble Moaenu ANFIS mis nporanosuposanus Temnos pocta BBIT
Ha Tynry HaceneHus AsepOalipkaHa W ONpenenuTs Hanbonee 3((EeKTHBHBIE U ONTUMANIBHBIE aPXUTEKTYPHI IS
CTpAaTEernvecKkoro IUIaHupoBaHus. lccnemoBaHue oOecTieumiao HEOOXOOMMBIM OagaHC MEXIY CIOKHOCTHIO
MOJIETM W TOYHOCTBIO TPOrHO3MPOBAHMS IIyTEM aHalIW3a OIMMHOOK OOY4YEeHHs W TPOrHO3MPOBAHMS IS
Ppas3INYHBIX KOH(QUTypaIHii.

MeTomosorusi uccjieA0BaHus — BKIOYana aeTaabHoe TectupoBanume moxpener ANFIS B cpene MATLAB ¢
WCTIONIB30BAHUEM [BYX pas3IMUYHbIX MeTonoB reHepauuu FIS (cuctembl HEYEeTKOro BBIBOAA): CETOYHOTO
pa3zeneHus U CyOTPaKTUBHOM KJIACTEPU3AIMH, a TAKKE BOCBMH Pa3JIMUHBIX TUIOB (YHKIHH NPUHAIIECKHOCTH.
Kaxnas xoH(urypamms ObUta THIATENPHO OOyYeHa Ha HCTOPUYECKHX MAHHBIX, a €€ MPON3BOJUTEIHHOCTD
mmepsmack OmmoOkoi o0yuenns (RMSE) nms nmarsoctrku mepeoOydenns n OmmOKOH TpOrHO3HMPOBAHUS
(RMSE) Ha paHee He HCIOIB30BAHHBIX TAHHBIX JUIS OICHKH HAJCKHOCTH.

IIpakTHyeckasi 3HAYMMOCTh HCCJIEJOBAHMS — 3AKIIOYACTCS B TOM, YTO €r0 PE3yNbTaThl MPETOCTABISIOT
LEHHYIO0 MH(OPMAIHIO /TSI TIOMTUTHKOB M SKOHOMHYECKNX aHAJUTHKOB B PA3BHUBAIOIIMXCS cTpaHax. Ompenemnss
3¢ (eKTHBHBIE apXUTEKTYPHl MOIEJCH, WMCCIEIOBaHUE CO3/aeT MPOYHYI0 HAYYHYIO OCHOBY Uit Oolee
MH()OPMHUPOBAHHOTO SKOHOMHYECKOTO TNTAHWPOBAHUS U (POPMUPOBAHUS TOCYTAPCTBEHHOH MOTUTHKH.
Pe3yabTaThl ucC/IeA0BAHUS — BBUIBIIM 3HAYWTEIbHBIC DPA3MUUUsl B TPOM3BOAWUTEIBHOCTH MOJENEH;
CcyOTpaKkTUBHAs KJIACTEPU3AIMS OKa3ajach 3HAUUTEIHHO MPEBOCXOIAIICH CETOUHOE pa3/iefieHne, KOTOPOE JacTo
TIPUBOAMIIO K CEPhE3HOMY M HEXenaTenbHoMy mepeodydeHnto. Hambonee Hane)kHON KOH(Hrypamuen craia
Mopnens 4, ncrosp3yromas CyoOTpakTUBHYIO KIIACTEPU3AIMIO M TPEYToabHYI0 (pyHKIMIO mpuHauiexHocTH ('sub-
trimf"), KoTopast jocTHINIa caMOM HM3KOW OMMOKM mporHosupoBaHus 6.9907, 4To SPKO JAEMOHCTPUPYET ee
TIPEBOCXOJHYIO IIPOTHOCTHIECKYIO CHITY.
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Hayuynasi HoBH3HA HMCCIeI0OBaHUs — 3aKIIOYaeTCsl B TIIYOOKOH M cucremarnieckoil onenke moxeneir ANFIS
JUISL OKOHOMHUKM AszepOaikaHa, NpENOCTAaBIssl BaKHbIE HMIIMPUYECKHE JIOKA3aTelbCTBA TOTO, 4TO
cyOTpaKkTUBHAsI KJlacTepU3alus SBISIETCS Ooliee HaJeKHBIM M TOYHBIM TIOJXOJOM K IPOTHO3UPOBAHUIO JIIS
TAKOT0 THUTA YKOHOMHYECKNX JaHHBIX.

Karouessbie cioBa: ANFIS, skoHomuueckuii poct, A3epbaiipkaH, TPOrHO3UPOBAHUE, HEHPO-HEYETKUE
CHCTEMBI.
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